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Abstract: Previous work on the quantitative analysis of text emphasizes validity and
error of classification schemes for text, usually via comparison to human coding ap-
proaches (e.g., Benoit, Laver, and Mikhaylov 2009 and 2012, and Grimmer and Stewart
2013). These works quantify uncertainty with respect to our inferences about informa-
tion contained in text, but do not engage directly with the uncertainty characterized by
the words and tone of the corpora themselves. Using techniques for identifying Type II
and higher fuzzy quantifiers (e.g., ”about a half,” or ”rather high”) in natural language,
this paper proposes a method for measuring uncertainty in text with broad applicability
to the social sciences. The paper discusses several applications of the proposed approach
to problems and techniques in social and political science.
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1 Introduction

1.1 Problem & Motivation

Uncertainty estimation is not only core to generating social science inferences, it also fun-

damentally informs research design. While uncertainty estimates may be commonplace

in quantitative analyses, characterizing the uncertainty present in qualitative research

or qualitative sources of data, such as text, would provide substantial new opportu-

nities for innovative research. Rather than only evaluating uncertainty at the level of

individual variables, social science texts contain and express uncertainty about broad

theoretical constructs and relationships between phenomena of interest. For example, in

quantitative published works, authors may express uncertainty textually in order to ex-

plain anomalous outcomes or data limitations that threaten inference. A reliable way to

quantify and evaluate this additional uncertainty would aid in the production of future

research. For qualitative research or qualitative sources of data such as interviews, lever-

aging verbally or textually expressed uncertainty could provide an external mechanism

for weighting and validating evidence.

Despite the promise of utilizing textual data for uncertainty analyses, uncertainty

estimation in text analysis presents a particular problem because of the high degree of

dimensionality in the data and because the structure of otherwise useful assumptions

constrains analogues to sample-and-population definitions of uncertainty.

Defining the problem of uncertainty estimation for text data requires distinguishing

between (at least) two levels: uncertainty within text and uncertainty about text. The

first type of uncertainty—within-text—is the expressed uncertainty of the author(s) of

a given document, via word choice, semantic construction, or omission. The second

type of uncertainty—about text—can itself reflect the researcher’s uncertainty about the

measured or detected level of within-text uncertainty (i.e., how accurately automated
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methods detect the latent uncertainty of an author and disaggregate it from other explicit

or implicit orientations), or can encompass uncertainty about the text at the level of

the research construct (i.e., a level of confidence in the inferences drawn regarding the

research question given the available data, and/or how well the selected data capture

the concepts that the research agenda requires).

Previous work on the quantitative analysis of text emphasizes validity and error of

classification schemes for text, usually via comparison to human coding approaches (e.g.,

Benoit, Laver, and Mikhaylov 2009; Grimmer and Stewart 2013). These works present

possible ways to quantify about-text uncertainty, but do not directly measure or evaluate

within-text uncertainty. While within-text uncertainty evaluation at first suggests a sepa-

rate approach, emphasizing word selection/omission as well as arrangement, within-text

and about-text uncertainty are not so easily disaggregated in theory. That is, current val-

idation approaches rely on a notion that a crisp, “true” state of a document exists and

that only measurement error or uncertainty interferes with inference. An author’s latent

disposition or intent, however, qualifies the concept that quantitative research belatedly

attempts to measure. The extent to which this poses a problem for the validity of social

science inference depends in part on the chosen mode of analysis—failing to detect un-

derlying uncertainty or hedging may not interfere as much with recovering the topic(s)

in a document as it would with estimating other quantities of interest, such as polarity

or ideology.

By contrast, a separate stream of literature focused on international security and

intelligence has dedicated significant effort to identifying terms that correlate with un-

certainty (“words of estimative probability”) in order to quantify risk assessments, but

has not adequately addressed the ways in which authors express uncertainty intention-

ally, unintentionally, and via omission.

Using techniques for identifying fuzzy quantifiers (particularly Type II and higher)
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in natural language, this paper proposes approaches for measuring uncertainty in text

with broad applicability to the social sciences. In particular, quantifying uncertainty

in textual sources can aid methodological research evaluating open-ended survey ques-

tions or interview responses; facilitate the weighting of documents and the evaluation

of veracity in archival research; leverage data in documents with unreliable or unknown

narrators more effectively; and even lay the groundwork for the formalization of these

insights from published literature in the form of fully specified Bayesian priors.

While fuzzy logic and fuzzy quantifiers have had a place in computational lin-

guistic theory for many years, applications of the concept both witin the field and in

cross-disciplinary endeavors are limited. Even the most straightforward approach of

simply detecting and counting uses of fuzzy quantifiers within text runs headlong into

a debate about whether, when, and which stopwords to optimally exclude prior to anal-

ysis (Manning, Raghavan, and Schütze 2008; Saif et al. 2014; Denny and Spirling 2018).

Excluding words such as “all,” “any,” “few,” “about,” “some,” or “much” might seem

prudent to focus on words of relatively greater value in distinguishing across topics or

documents, but these and other terms of fuzzy quantification serve as a fundamental

basis for expressions of uncertainty about the subject matter within documents.

1.2 Overview for the Paper

The next section reviews literature relevant to uncertainty estimation from divergent

perspectives in computational linguistics, computer science, mathematics, philosophy,

and social science, to propose that fuzzy quantification offers significant promise in

efforts to characterize uncertainty for social science text data. The following section

then proposes two broad approaches to implementing uncertainty measurement using

fuzzy quantifiers, and the conclusion provides a discussion of directions for additional

research and refinement.
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2 Literature: Uncertainty in Text

Uncertainty detection and characterization in natural language has drawn attention in

computational linguistics, information fusion, and math and computer sciences, where

providing theoretical underpinnings and methods have similar aims but disparate for-

mulations, as well as social and security studies scholars, for whom the immediate prac-

tical significance is more acute. As such, there remains a gulf between the formal theo-

rization of uncertainty within fuzzy logic frameworks dating to the 1970s and 80s, and

successful applications, which are few in number and often end at the stage of detec-

tion/classification (e.g., Li, Gao, and Shavlik 2014; Jean et al. 2016; Conde-Clemente et

al. 2017).

2.1 Subjectivity & Security Studies

Within NLP, subjectivity analysis—whether at the sentence or word level—has sought to

identify “private states” (emotions or beliefs) from textual cues (Breck and Cardie 2014,

3). Information fusion and computational linguistics are home to many ongoing efforts

to generate a definitive typology of uncertainty and ambiguity that would undergird

detection efforts (Rubin, Liddy, and Kando 2006). Akkaya, Wiebe, and Mihalcea (2009)

offer insights into the problem of subjective word sense disambiguation, which plagues

efforts to accomplish accurate automated subjectivity analysis. Identifying words that

reflect sentiments or opinions, rather than words that “cue” subjectivity but are intended

objectively, is challenging precisely because subjectivity is a “private state”—much like

uncertainty, it is a latent condition that can only be partially observed or measured via

language (2). While the authors introduce computational approaches to correctly identi-

fying subjectivity, the conceptual overlap between subjectivity and uncertainty is limited

and the attempt to classify language into binary usage categories (subjective/objective)

is very limiting in the context of attempting to characterize either the type or extent of
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uncertainty reflected in language. For example, the authors discuss two differing uses of

the word “catch,” where “What’s the catch?” reflects a subjective use of the term meant

to indicate a “drawback,” whereas “He sold his catch at the market” is instead objective

because it represents a quantity. For the purposes of uncertainty estimation, however,

the indefiniteness of the quantity “a catch” is of greater importance than its objective

sense (Akkaya, Wiebe, and Mihalcea 2009, 2). The subjectivity lexicon emerging from

this research agenda, therefore, offers a very incomplete inventory of the types of words

that lend themselves to uncertainty quantification.

Dragos (2013, 4) provides a useful overview distinguishing among types of “intrin-

sic” uncertainty:

(1) Ambiguity arises naturally in language because it can never truly capture all ob-

servations and internal experiences, but in particular emerges from polysemy or

incompleteness.

(2) Vagueness & Precision are contrasting concepts that may reflect intentional or un-

intentional shifts toward or away from exactness. For example, “they have several

cats” is a vaguer construction of “they have 4 cats,” where the choice to use “sev-

eral” in the place of a discrete quantifier may reflect a lack of knowledge about

the precise number or may be an intentional choice to shift importance (e.g., if the

emphasis is that they have cats rather than dogs).

Rather than focusing on strict linguistic ambiguity—the kind of uncertainty that arises

from gaps between the signifier and the signified, as with polysemy and homonymy—

or reality-limited referential ambiguities—such as when color descriptions are inher-

ently biased, unclear, or culturally dependent (e.g., green-blue versus blue-green ver-

sus turquoise, or proximate versus obviative referents)—treating what Dragos calls the

“vagueness” form of uncertainty as a knowledge domain contained within language im-

plies several clear modes of approach, beginning with lexical definition and detection,
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and proceeding through quantification (Auger and Roy 2008, 1862–1863, 1865–1866).

Druzdzel (1989) catalogued 178 verb phrases and modifiers indicating uncertainty (e.g.,

“it could be,” “it seems,” “impossible”), a pursuit informed by the interest of the secu-

rity community in quantifying uncertain levels in natural language, stemming from the

famous 1973 Rand report by Sherman Kent.

Figure 1: A chart from the 1973 Kent report, as depicted in Auger and Roy (2008, 1866)

The security studies lineage of quantifying qualitatively expressed uncertainty in

text arises from the immmediate, significant implications for precisely characterizing

experts’ assessments of the likelihood of events has immediate, significant implications

(Miller et al. 2013). Recognizing the need to specify and examine uncertainty across

multiple dimensions and applications, Thomson et al. (2005) developed a framework

that disaggregates nine distinct types of uncertainty: accuracy, precision, completeness,

consistency, lineage, currency, credibility, subjectivity, and interrelatedness (Auger and

Roy 2008, 1861). As with Dragos’ distinction, not all of these types are necessary or

feasible for quantifying uncertainty in social science texts and applications. For example,

assessing the accuracy or completeness of analyses in social science articles or in open-

ended survey responses may be beyond the scope of automation, and evaluating the

credibility of a source may require information not contained within the source text

itself.

Beyond theoretical distinctions among types of uncertainty, Druzdzel’s survey pro-
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vides evidence of a human preference to express uncertainty qualitatively rather than

numerically, perhaps as an instinctual desire to avoid overly certain statements. Practi-

cally speaking, this evidence underscores the significance of accurate methods for uncer-

tainty detection and measurement—however defined—in natural language processing.

2.2 Fuzzy Logic & Fuzzy Linguistics

Mathematics and formal logic, in turn, do not lack for ways to conceptualize and rea-

son with vagueness and uncertainty (e.g., Wygralak 1998; Roos 1990), but correlating

these theoretical constructs with expressions in natural language presents significant

challenges (Barwise and Cooper 1981; Zadeh 2005). In particular, common statements

such as “most people” or more abstract phrases such as “there are only a finite number

of stars” cannot conform to standard first-order logical conditions such as ∀x(...x...) (Bar-

wise and Cooper 1981, 160). This shortcoming indicates precisely why fuzzy logic and

possibility theory have offered more promising avenues of theoretical exploration.

Fuzzy logic, while maligned by proponents of traditional logic schema across dis-

ciplines, directly leverages and incorporates the ambiguity inherent in language into

formal reasoning. Unlike in classical logic, where propositions are evaluated as either

true or false, fuzzy logic propositions have a “truthfulness” value that is a real number

on the interval [0, 1] (Atanassov and Gargov 1998, 40). While the use of fuzzy logic is

often at odds with formalized probabilistic representations (e.g., Lindley 1987), its aims

and application bear clarification:

Fuzzy logic is not fuzzy. Basically, fuzzy logic is a precise logic of imprecision
and approximate reasoning. More specifically, fuzzy logic may be viewed as
an attempt at formalization/mechanization of two remarkable human capa-
bilities. First, the capability to converse, reason and make rational decisions in
an environment of imprecision, uncertainty, incompleteness of information,
conflicting information, partiality of truth and partiality of possibility—in
short, in an environment of imperfect information. And second, the capa-
bility to perform a wide variety of physical and mental tasks without any
measurements and any computations. (Zadeh 2008, 2753)
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Natural language epitomizes the “imperfect information” that fuzzy logic and

fuzzy sets attempt to contend with. Fuzzy linguistic representations have presented

significant challenges to implementation, however, with fragmented efforts either em-

phasizing a single test application that does not generalize, or focusing on questions

beyond uncertainty per se (e.g., Cabrerizo et al. (2017) utilizing fuzzy linguistics to eval-

uate “consensus” in decision-making). In particular, though, the evaluation of fuzzy

quantifiers has been one critical point of entry for bringing fuzzy logic theory to lin-

guistic applications, originating in the the study of generalized quantifiers in language

(Barwise and Cooper 1981). Fuzzy quantifiers, in general, are imprecise descriptors often

used to construct propositions for fuzzy logic. Terms such as “most,” “many,” or “few”

provide a general sense of the quantity in question, but only within certain bounds and

sometimes with reference to a vaguely defined population (analogous to the cardinality

of a fuzzy set1). The degree of imprecision and the reference category, in turn, character-

ize the type of fuzzy quantifier, or the degree of fuzziness (versus crispness). Specifically,

Zadeh (1983, 150) defines a fuzzy quantifier as “a fuzzy number which provides a fuzzy

characterization of the absolute or relative cardinality of one or more fuzzy or nonfuzzy

sets.”2

Distinguishing among types of quantifiers, furthermore, is both necessary for eval-

uating not just whether statements are uncertain but the degree to which they are, and

is also an ongoing effort. Zadeh (1983) posits at least three types of fuzzy quantifiers,

but broadly, type or degree varies according to the fuzziness of the predicate and the

quantification in the phrase (Liu and Kerre 1998, 2):

Type I: Cardinal number extensions of two-value logic (e.g., “All buildings are

1The cardinality of a fuzzy set can be a real or a fuzzy number, but broadly speaking, represents the
number of elements that are members of a set S. Conceptually, the cardinality of a fuzzy set is complicated,
as it can itself be fuzzy and therefore require characterization only in relation to other fuzzy sets (Dhar
2013).

2That is, not all fuzzy numbers are fuzzy quantifiers, and whether a fuzzy number qualifies as a fuzzy
quantifier is sometimes unclear.
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solid,” “Greater than half of the surface of the southern hemisphere is water”)

Type II: Quantifiers of fuzzy sets (e.g., “Some children are tall”)

Type III: Fuzzy quantifiers of crisp sets/ratios of fuzzy quantifiers (e.g., “Almost

all mammals indigenous to North America are eutherian,”)3

Type IV: Fuzzy quantifiers of possibility distributions (e.g., “Few politicians re-

main popular long”)

Dı̀az-Hermida, Bugarı̀n, and Barro (2003) goes further in examining the bounds

of these quantifiers (semi-fuzzy quantifiers, ultra-fuzzy quantifiers, and the process of

quantifier fuzzification), while others have posited a multitude of possible ways to de-

tect and measure these types of quantifiers (e.g., Szmidt and Kacprzyk 2001; Zhai and

Mendel 2011; Chen, Song, and Heo 2017; Ramos-Soto and Pereira-Farina 2017). For the

purposes of this paper, “Type II” fuzzy quantifiers will serve as the primary point of en-

try for developing a method of uncertainty measurement and evaluation. Many critical

concepts and research agendas in the social sciences can be thought of in the context of

fuzzy sets: scholars often draw theoretical battle lines around definitions that constitute

set members (e.g., what is a democracy versus an autocracy, what types or magnitude of

violence qualify as war, etc.). Statements on the basis of empirical evaluations of these

theoretically defined concepts, then, directly map onto fuzzy quantification. Likewise,

fuzzy or “soft” quantification is more flexible to changing population sizes than tradi-

tional metrics, and as such may facilitate easier model comparison (Farnadi et al. 2016,

61).

2.3 Possibility Theory

More broadly, how fuzzy quantifiers are expressed and evaluated hinges on the under-

lying possibility distribution that defines the fuzzy number. That is, informally, overlap

3Likelihood ratios also qualify as a type of fuzzy quantifier.
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exists in our conception of what constitutes “most” and “more than half,” but how

much these categories overlap depends on the ease with which we believe a number

that is > 50% belongs to the set we conceptually define as “most.” That is, while both

52% and 80% are contained in the set “more than half,” colloquially we may believe that

the descriptor “most” is more easily attributable to 80% than 52%.

Possibility theory provides a framework through which to adjudicate precisely

these distinctions, occupying conceptual space between probability and fuzzy set the-

ories. As Khoury, Karray, and Kamel (2008) articulates:

A probability of 0 means a certainty that the event will never occur, while a
probability of 1 is a certainty that the event will occur. Fuzzy set theory, on
the other hand, deals with the membership of an event in a set. A member-
ship value of 0 means that the event does not belong at all in the set, while
a membership value of 1 means that the event epitomizes the set. Finally,
the possibility theory expresses the ease with which an event can occur, or
belong to a set. A possibility of 0 means that an event cannot occur, while a
possibility of 1 means that the event is completely allowed to occur, and val-
ues between 0 and 1 represent events that are restricted but not impossible.
(1531)

While applications of possibility theory to text analysis are few and far between,

its direct relationship to the ambiguity of language make it conceptually compelling.

For example, Khoury, Karray, and Kamel (2008) track the domain representation of par-

ticular words in a corpus via a possibilistic domain classifier. That is, with language

stripped into subject-verb-object triplets, they instantiate the domain information of lan-

guage in the form of possibility distributions. As an example application, they use

triplets gathered from descriptions of learning objects in the SchoolNet corpus to con-

duct classification, calculating a possibility (π(dt)) that indicates the ease with which

a given test learning objective can belong to the domain dt (1540). Because their test

is performed with a winner-takes-all approach, they only evaluate the statistic with re-

spect to the most-possible domain. Beyond utilizing the subject-verb-object construction,

therefore, the practical utility of this approach relative to topic modeling or other alter-
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natives is less clear. Conceptually, however, using possibility theory and fuzzy sets to

both directly and indirectly characterize uncertainty is promising. Indirectly, possibility

theory can generate flexible bounds or constraints on the subject matter of interest or

important words or topics and can thereby represent uncertainty. Khoury et al. offer the

example phrase “this room is cold,” where “cold” represents a fuzzy set that bounds our

expectations about the likely temperature of the room. If the temperature were 15◦C, we

could state that the constraint is satisfied to the degree 0.8. Framed in possibility theory

terms, this would indicate that there is a possibility of 0.8 that the room temperature is

15◦C given that it was described as “cold;” that is, 0.8 suggests the “ease” of labeling a

room at that temperature as “cold” (Khoury, Karray, and Kamel 2008, 1532).

More directly, possibility theory could serve to construct a lexicon of uncertainty

terms or to refine existing lexica related to subjectivity, such that terms are classified

not as representing uncertainty per se, but rather the degree to which they indicate

uncertainty (e.g., modifiers such as “never” are not compatible with the set of terms

that characterize uncertainty whereas terms like “about” may be compatible with that

set at 0.5, where polysemy accounts for other uses and membership of the term in other

sets). Both practically and theoretically, the continuous character fuzzy quantifiers and

possibility theory is more attractive than in the discrete labeling common for subjectivity

analysis.

In this paper, I contend that fuzzy logic and fuzzy linguistic principles are not only

themselves potential measures of uncertainty in text, but also can be used as measure-

ment tools to assess uncertainty within and across texts. The following section presents

empirical approaches to applying fuzzy logic and fuzzy quantifiers in the context of

providing uncertainty estimates for textual data.
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3 Methods for Uncertainty Estimation with Fuzzy Quantifiers

This section discusses two broad categories of approaches to utilizing fuzzy quantifiers

in uncertainty estimation for social science. The first category focuses on dictionary-

based approaches that are familiar to subjectivity analysis, while the second set proposes

a more expansive adoption of fuzzy logic principles to assess uncertainty in textual data.

Applications to other types of social science texts are discussed following the initial

analysis.

Both broad sets of approaches to using fuzzy quantifiers ultimately require de-

tecting fuzzy quantifiers in text, and utilizing fuzzy quantifiers as a measurement tool

imposes extra weight and significance on the accuracy of measuring the quantifiers

themselves. While more work is likely necessary to define and refine the set of fuzzy

quantifiers most useful and relevant to estimating uncertainty of various types, this sec-

tion proceeds from a practical and inclusive perspective that will be amenable to later

changes in specification. No global dictionary of fuzzy quantifiers in English currently

exists, so I take several steps to generate an inclusive set set of fuzzy quantifiers:

(1) Generate a list of terms used in the original Zadeh (1983) article examining fuzzy

quantifiers

(2) Add items from Liu and Kerre (1998), which reviews and explains Zadeh (1983)

with additional examples

(3) Add empirical examples from corpora used for testing (BioScope corpus and Far-

nadi et al. (2016)) and empirical applications (Conde-Clemente et al. (2017)):

(a) Test existing list from items (1) and (2) to recover items from corpora

(b) Hand-review Bioscope corpus sample for additional examples

The comprehensive list of fuzzy quantifiers used in this section is provided accord-
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ing to source in the Appendix.

3.1 Dictionary-Based Approaches

3.1.1 Fuzzy Quantifiers & Subjectivity Terms

As indicated previously, the literature that attempts to empirically evaluate uncertainty

almost exclusively focuses on dictionary-based methods. These efforts largely center on

subjectivity analyses that identify and classify non-objective words and phrases; rarely

are fuzzy quantifiers included, let alone central to the analysis. At a more theoretical

level, the subjectivity analysis approaches implemented to date do not emphasize quan-

tifying subjectivity at the document or corpus level—this quantification would require

a weighting or aggregation scheme from the word- and sentence-level detection proce-

dure. This limits the utility of current approaches for characterizing how uncertain a

given article or author might be, above and beyond simply answering the question of

whether they use sentences containing uncertainty terms.

A simple first step toward bridging subjectivity analysis and fuzzy quantifier ap-

proaches is to assess whether and to what extent fuzzy quantifier terms are distinct from

and improve upon subjectivity terms. For convenience, this step reproduces, in part, the

2010 shared task from CoNLL, which required the detection of hedge words (Farkas

et al. 2010), and data from Vincze (2014), which implements uncertainty detection across

several corpora. Vincze uses the Szeged Uncertainty corpus (“Szeged Uncertainty Cor-

pus” 2010), which is composed of the subcorpora BioScope 2.0, FactBank 2.0, and Wiki-

Weasel 2.0 (details in Table 3.1.1). These datasets are useful primarily because they are

pre-labeled for subjectivity, but attempting to “predict” that pre-labelled value with only

fuzzy quantifiers is not feasible on theoretical as well as empirical grounds. On a theoret-

ical level, as indicated by the aforementioned literature, the type of uncertainty indicated

by fuzzy quantification is often conceptually distinct from what is coded as “subjective.”
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One dataset is primarily occupied with automatically detecting the type of subjectivity at

the word level, therefore requiring several aggregation assumptions in order to recover

a document-level metric of “uncertainty,” as well as assumptions about which of these

types is most compatible with the quantifiable “uncertainty” that fuzzy quantifiers em-

body. On a practical level, furthermore, the rates of fuzzy quantifier usage are relatively

low across all of the pre-labeled corpora, making detection and classification particularly

challenging.

Corpus Description Labels Size

Bioscope Radiology reports, full bi-

ology papers, and Genia

corpus abstracts

Negation, hedge words,

and hedge word scope

20,924 sentences

FactBank Newswire and broadcast

data

Events coded into 4 “fac-

tuality” types by source

and point of view

3,123 sentences

WikiWeasel Paragraphs from the full

Wikipedia dump

“Weasel” cues 20,745 sentences

Figure 2 illustrates the overall rate of fuzzy quantifier usage by corpus, scaled by

the total number of words. While variation exists, the tight clustering around an aver-

age rate of 0 underscores the challenge of conducting a validation task comparing fuzzy

quantifiers with subjectivity words. Likewise, at the document level, the average num-

ber of fuzzy quantifiers per sentence is relatively low, with similarly low variance, as

shown in Figure 3. An examination of the association between fuzzy quantifiers and

subjectivity words, as shown in Figure 4, is inhibited by the overall low rate of fuzzy

quantifier usage, but additionally suggests that at most, fuzzy quantifiers only capture a

single facet of subjectivity, rather than being a completely congruent concept. Likewise,

while the narrative structure and expression of uncertainty likely differs by corpus, fuzzy
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quantifiers and at least some kinds of subjectivity terms more likely function as substi-

tutes rather than complements when articulating uncertain views. As such, a correlation

measure based on co-occurrence at the sentence or document level is unlikely to capture

their theoretical relationship.

BioScope Factbank WikiWeasel
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Figure 2: Per-Word Fuzzy Quantifier Rates by Corpus

3.1.2 Fuzzy Quantifiers & Word Embeddings

An alternative way of conceiving of the significance of fuzzy quantifiers as a dictionary-

based metric of uncertainty is via their association with other “key words” that char-

acterize a particular document. One advantage of this approach is that it scales and

automates relatively easily without requiring human intervention to read or summarize

the articles in question.

By way of illustration, this section selects two articles to evaluate fuzzy quantifier

relationships with keywords. The first is Chen, Pan, and Xu (2015), which evaluates an
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Figure 4: Correlation between Fuzzy Quantifiers and Subjectivity Terms
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online field experiment across Chinese counties. Web of Science provides a set of key-

words courtesy of KeyWords Plus, which is a human coded product of Thomson Reuters.

A researcher seeking to automate this procedure across a body of literature, either culled

directly from Web of Science or searched by keyword, could easily extract terms for

each article selected by the same mechanism. For this article, the reported keywords

are “institutions,” “accountability,” “politicians,” “legislators,” “protest,” “policy,” and

“power.” The second is a recent paper from arXiv, where keywords are automatically

tagged within LATEX source text. In constructing a “deconfounder” to disentangle mul-

tiple possible causes within observational data, Wang and Blei (2018) tackle the “strong

ignorability” assumption of having accounted for all possible confounders, testing their

method with synthetic health outcomes data. The stated “keywords” for the article,

which are author-selected rather than editor-selected as with KeyWords Plus, are “causal

inference,” “strong ignorability,” and “probabilistic models.”

Notably, the number of possible keywords may vary by article upon implementa-

tion, and they are not explicitly or rigorously ranked according to their importance in

characterizing the articles. The source and nature of these keywords is a limiting factor

for generating meaningful, comparable uncertainty metrics across documents in a given

corpus. For unedited papers or author-selected keywords such as those from arXiv, key-

words may tend to be overly specific and proliferate, making direct comparisons across

papers challenging (i.e., directly stating that Paper A appears more uncertain/offers

more qualified statements regarding keyword x than Paper B is impossible if they do

not share a keyword). Likewise, the editor-selected keywords offered by services such

as KeyWords Plus or by journals may not directly correspond to the language of the

articles, but rather to important disciplinary categories. With the paper by Chen, Pan,

and Xu, for example, neither “legislators” nor “politicians” appears in the paper itself.

For the purposes of the illustration below, these are substituted with “officials,” but this

type of substitution would interfere with the automation of these associations at scale.
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Using GloVe embeddings, cosine distance measures the co-occurrence of fuzzy

quantifier terms with each of the keywords for both papers (Pennington, Socher, and

Manning 2014). Figures 6 and 7 depict the top fuzzy quantifier associations with each

keyword by article, sorted by cosine distance, where −1 indicates a strong negative asso-

ciation and 1 represents a strong positive association; observations close to zero suggest

orthogonal relationships. As the figures show, overall, fuzzy quantifier terms lack strong

associations with most keywords. This highlights a few necessary conceptual steps for

refinement. First, depending on the application, accurate measurement might require

disaggregating fuzzy quantifiers from other keywords that are topically oriented. For

example, the main point of the Wang and Blei paper is to evaluate the multiple causal

pathways that exist for any given observational dataset, suggesting that the relatively

stronger association between “multiple” and “causal inference” does not suggest greater

certainty or a certainty regarding degree, but is rather subject-matter oriented. This point

is underscored in the comparison to a baseline using pre-trained embeddings below.

Likewise, many fuzzy quantifier terms represent common “levels” of uncertainty

or qualitative types of uncertainty, as indicated in part by the typology that Zadeh of-

fers. For example, “almost” and “around” may serve similar functions and have similar

set memberships, meaning that their associations could plausibly be collapsed to a sin-

gle measure. “Many” and “few,” in contrast, are opposing and possibly disjoint sets.

When these terms are exclusively applied to or associated with particular keywords of

interest, inferences about the expressed levels of uncertainty are clear; when both are

applied to a single term, however, describing or quantifying the underlying level of

uncertainty requires clearer statements about their underlying possibility distributions.

While additional work is necessary to refine and validate the preliminary work that does

exist, Sherman Kent’s original work to characterize the possibility distributions (proba-

bility distributions) underlying individuals’ assessments of the meaning of certain fuzzy

quantifier terms serves as one possible way forward. Kent’s assessment, undergirding
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the probabilities listed in Figure 1, relied on surveys of 23 Navy SEALS interpreting

intelligence reports, allowing him to generate distributions of responses, which were

later binned into his preferred bounds for interpretation, as shown in Figure 5 (Pher-

son and Pherson 2012, 187). Similar analysis has been done informally with members

of r/SampleSize (zonination 2017) and could be conducted more rigorously at a larger

scale.

Figure 5: Reproduction of Sherman Kent’s Perception of Uncertainty Measures from
(Pherson and Pherson 2012)
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In addition to this question of degree or magnitude, an issue of aggregation again

arises along two dimensions. First, for multiple quantifiers with stronger relationships

to an individual keyword, how should their differing levels of certainty be quantified,

combined, and expressed? For example, qualitatively, the word “protest” in Chen, Pan,

and Xu (2015) has a relatively stronger positive association via co-occurrence with “be-

tween” and a relatively stronger negative association with “none” and “less than.” One

interpretation is that the authors express some degree of certainty that “protests” in their

empirical framework are a non-zero occurrence, and their rate is uncertain but bounded

in expectation. While narratively useful, perhaps, even if accurate, this conclusion pro-

vides a very limited basis for making clear claims about the amount of uncertainty the

authors express.

Second, at the document level, it is not clear whether or in what way it might be

appropriate to aggregate differing types or levels of uncertainty related to multiple key

terms of interest in an effort to characterize the “overall” uncertainty of the article in

question, whether that characterization applied to the subject matter, research question,

or researcher themselves. That is, if quantifiers of relatively greater certainty applied to

term A and quantifiers of relatively lesser certainty applied to term B, should the ag-

gregate level of uncertainty reflect an average, or a weighted combination, or something

more reflective of the variation present?

In both figures, furthermore, the association between fuzzy quantifiers and key-

words is suspect because embeddings are derived from a single paper with only a few

thousand words, relative to typical pre-trained embeddings using more than a million

words. One approach to rectifying this issue, as discussed later, would be to build a

corpus specific to the social science applications of interest, with the aim of reflecting the

type of language most likely to be used in situations where estimating text-based uncer-

tainty is desired. Short of that solution, however, pre-trained embeddings offer a direct
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Figure 6: GloVe-generated Cosine Distances between Fuzzy Quantifiers and Article Key-
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Figure 7: GloVe-generated Cosine Distances between Fuzzy Quantifiers and Article Key-
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way of evaluating whether the types of relationships we would like to identify between

fuzzy quantifiers and keywords of interest are more general, inherent qualifications (e.g.,

about unknowable subjects or quantities) or are reflections of a given paper or author’s

uncertainty about a subject matter.

To demonstrate, I draw on GloVe pre-trained embeddings using text from the

2014 Wikipedia and Gigaword 5 set, with approximately 6 billion tokens (Stanford NLP

Group 2018). Pre-trained embeddings ideally reflect the form and style of semantic rela-

tionships pertaining to the research question, and in this case Wikipedia entries plausibly

provide a useful baseline assessment for social scientific writing, as the stated aim to pro-

vide reliable information, as well as the norms surrounding citation of published works,

mirror those of academic writing. Unlike an individual social science article, however,

Wikipedians likely use language that is more legible to a lay audience, and also likely

reflect an average level of uncertainty about truly uncertain topics because of the con-

tribution of multiple writers and editors.4 Evaluating individual articles’ use of fuzzy

quantifiers with respect to keywords of interest against this baseline, then, could pro-

vide a more accurate assessment of the expressed level of uncertainty, albeit bundling

measurement uncertainty inherent in the embeddings estimated at the individual article

level.

Figure 8 provides an example of this type of comparison using the Wang and Blei

article, but also its pitfalls in an exclusively dictionary-based approach. As might be

expected, the keywords in that paper are not common parlance and not featured in a

wide variety of Wikipedia subjects and articles. Of the keywords discussed previously,

only “probabilistic models” occurs in both the baseline set of pre-trained embeddings

and the article of interest. This figure illustrates the cosine distance, by fuzzy quantifier,

of each qualifying term against that single keyword, as well as the change in cosine

4A brief assessment of the usage of fuzzy quantifiers and potential contention of topics is featured in
the Appendix.
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distance from the pre-trained baseline to the article.
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Figure 8: GloVe-generated Cosine Distances between Fuzzy Quantifiers and Article Key-
words: Wikipedia Baseline and Difference for “Probabilistic Models” Wang and Blei
(2018)

This difference metric, while feasible to construct when sufficient keyword preva-

lence exists, suffers from the same issue previously discussed regarding uncertainty ag-

gregation across different fuzzy quantifiers. The change in cosine distance between base-

line and individual article, on one hand, gives a clear assessment of how much more or

less certain a particular article is relative to the Wikipedia “baseline,” where positive val-

ues in the change reflect more uncertainty (more association with fuzzy quantifier terms

reflects greater qualification and therefore greater uncertainty in this dictionary-based

framework). This brief illustration demonstrates that substantial variation between fuzzy

quantifier usage in an individual paper relative to a baseline metric is possible, and that

a distance metric between these associations could capture variation in this uncertainty

at the individual fuzzy quantifier level with respect to a single keyword. In this exam-

ple, though, the change in cosine distance for “almost” is positive, while the change in

cosine distance for “around” is an almost identically negative value. Strict aggregation

of each of these fuzzy quantifier terms to generate a single document-level uncertainty
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measure would be problematic on theoretical and semantic grounds, but in addition,

this approach only using individual keywords is subject to significant variation based

on the selection of keywords and their generality for a given paper.

3.1.3 Discussion

Taken together, these fuzzy quantifier refinements on dictionary-based approaches offer

tractable points of entry for evaluating uncertainty in larger scale corpora while remain-

ing within methodological constructs familiar to text analysis. As indicated previously,

however, additional theoretical work is necessary to assess the extent to which fuzzy

quantifiers simply add information to previously existing subjectivity approaches, or

whether they represent a distinct category or class of uncertainty assessment. Even hav-

ing decided this pivotal theoretical issue, however, concerns about how best to weight

and aggregate counts of fuzzy quantifiers in order to characterize total uncertainty at the

document level (or by author, or by corpus), remain.

3.2 Fuzzy Proposition Evaluation

Rather than relying exclusively on dictonary-based approaches and effectively “count-

ing” occurrences of fuzzy quantification, which presents not only theoretical but also

practical challenges, a different approach would more firmly embed uncertainty estima-

tion of text in a fuzzy logic framework prior to leveraging fuzzy quantifiers themselves.

Zadeh (1983) offers an example of “test-score semantics,” which itself views “everything

that relates to natural languages [as] a matter of degree” (152). In a test-score setting,

Zadeh proposes generating an explanatory database frame (EDF) that contains relational

information for pieces of text that can be evaluated via test-scores against propositional

statements. These test-scores, then, provide document-level quantities that can measure

uncertainty both directly and indirectly. This section applies his hypothetical example

to a social science problem for illustrative purposes.
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By way of a proposition to evaluate with text, Zadeh offers the hypothetical that

“Over the past few years Nick earned far more than most of his close friends,” where

the relations this requires cataloguing in an EDF include:

INCOME: listing the name of friends, amount they earned, and year

FRIEND: listing the name of friends and a value µ that represents the degree to

which the person is a friend of Nick

FEW: µ representing the degree to which some number qualifies as “few”

MOST: µ representing the degree to which some proportion qualifies as “most”

FAR MORE: two income values and µ indicating the extent to which the first

income value qualifies as “far more” than the second income value (Zadeh 1983,

153).

The information contained in each of these relationships and the elastic constraints

imposed by the value(s) of µ facilitate evaluating the “truthfulness” or possibility of the

propositional statement. This process very readily applies to social science domains,

where this proposition assessment can be thought of metaphorically as hypothesis test-

ing for relationships between variables of theoretical importance. Even so, Zadeh’s ar-

ticle is primarily directed toward demonstrating that the concept of fuzzy sets applies

to natural language, and that test score operations and cardinality are likewise possible.

The article does not, therefore, emphasize ways of measuring or characterizing µ, the

parameter that largely determines what inferences one might draw about uncertainty

statements within text.

Farnadi et al. (2016) attempts to overcome this shortfall in an application to statisti-

cal relational learning (SRL). The paper proposes one family of quantifier mappings that

correlate soft (fuzzy) quantifiers with quantitative metrics. Specifically, the paper defines

a mapping Q̃ for soft quantifier Q such that:
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Q̃[α,β](x) =


0 if x < α;
(x−α)
β−α if α 6 x < β;

1 if x 6 β.

This mapping means that, for example, one could define Q̃Few = Q̃[0.1,0.4] (Farnadi

et al. 2016, 64). This formulation is guided primarily by functional convenience rather

than theoretical argument or empirical evidence, and while their later proof-of-concept

analysis tunes the mapping and keeps it largely the same, the paper does not provide a

general framework for establishing threshholds or mappings for any given fuzzy quan-

tifier.

The section that follows combines Zadeh’s general approach with Fernadi’s guid-

ance about one possible mapping in order to demonstrate the utility of this general

method for evaluating uncertainty in a social science context.

3.2.1 Example: Democratic Peace

To illustrate the value of this approach for social science research, I offer the following

example evaluating a small subset of the democratic peace literature. Suppose that a

researcher sought to evaluate the proposition:

p , “Most democratic countries are peaceful”

“Most” serves as a fuzzy quantifier on the fuzzy set “democratic countries,” which must

also meet the fuzzy condition (intersect with the fuzzy set) “peaceful.” In order to

evaluate this claim, I construct an EDF with the following components:

COUNTRY [Name]

DEMOCRATIC [Country; Year; µ]
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PEACEFUL [Country; Year; µ]

MOST [Proportion; µ]

where COUNTRY is a list of country names; DEMOCRATIC contains those same coun-

try names alongside years, and a value µD with the Polity score corresponding to that

country-year (normalized to be in [0,1]); PEACEFUL contains µP, a decreasing function

of battle deaths (normalized to be in [0,1]); and MOST (µM) is composed of a series

of conditions, following guidance specifically defining “most” (in relation to “few”) in

Farnadi et al. (2016):

µM =


0 if p < 0.25;
(p−0.25)

0.5 if 0.25 6 p < 0.75;

1 if p > 0.75.

With these conditions in place, I then conduct what Zadeh calls a “test procedure:”

evaluating the EDF for degrees of compliance with the constraints specified above. This

test procedure yields a set of “scores” for each of the relations (Zadeh 1983, 153). These

scores are then aggregated into an overall test score, τ, which “is a vector which serves

as a measure of the compatibility of the semantic entity with an instantiation of EDF”

(153). That is, given our data (corpus), and given our constraints, τ represents the degree

of agreement or consistency between our proposition and text. This degree of agreement

or possibility, in turn, can be thought of as reflecting our uncertainty about the veracity

of the proposition we sought to test with our data.

Zadeh does not define the procedure for constructing these scores specifically;

rather, the paper appears to assume a general consensus or other source of informa-

tion that would aid in evaluating the EDF (an assumption perhaps more plausible with

simple calculations of income among friends or children’s relative heights). For our ex-

ample, evaluating p and establishing test scores without the use of a natural language
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corpus might imply several steps:

(1) Test DEMOCRATIC constraint

• Test the DEMOCRATIC constraint for each country

• Sum country values. Suppose that
∑
µD(countryi) = 52.3, for example.

(2) Test PEACEFUL constraint

• Test the PEACEFUL constraint for each country

• Sum PEACEFUL values with DEMOCRATIC constraint:
∑

(µD(countryi) ∗ µP(countryi)).

Suppose that value summed to 29.8, for example.

(3) Calculate the proportion of peaceful countries within the set of democracies

29.8
52.3 = 0.57

(4) Calculate the test score for MOST constraint

µM(0.57) = 0.57−0.25
0.5 = 0.64

This procedure suggests, then that given our definition of “most,” the possibility that

57% of democratic countries are peaceful is given by:

Poss(Peaceful(Democratic(Countries)) = 0.57) = µM(0.57) = 0.64

With textual data, on the other hand, the task is to derive metrics that relate the

variables and values in our EDF in order to test our proposition against its constraints.

For this proposition, we can produce scores on associations using a word embedding

approach. For each article, this implies first specifying the set of countries c of the total

number of countries C referenced in the text (hand-coded in this example). Then, we can

derive a set of associations between “democratic” and each country (dc) and “peaceful”

and each country (fc), which in turn will allow us to evaluate the constraints as above
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against the “most” definition, again as above. This procedure relies heavily on the word

choice in the original proposition to be tested. Practically, the procedure involves the

following steps:

For documents i ∈ J,

(1) Discard if no mentions of “democratic” AND “peaceful“ AND > 1 [country]

(2) Using GloVe, generate word embeddings

(3) For each country c:

(a) Calculate cosine distance between c and “democratic” = dc, rescale ∈ [0, 1]

(b) Calculate cosine distance between c and “peaceful” = fc, rescale ∈ [0, 1]

(4) Calculate democratic country values for document di =
∑

(dc)

(5) Calculate democratic AND peaceful country values for document qi =
∑

(dc ∗ fc)

(6) Calculate proportion of democratic countries that are peaceful for document ri =
qi
d

(7) Evaluate against the MOST condition: µM(r) = τ

The primary assumptions in this procedure surround the use of cosine distance in con-

cepts, as evaluated via word embeddings/co-occurrence of terms, as an appropriate

metric for the degree of fit within a fuzzy set. That is, in this setup, dci is thought to

measure how “democratic” document i argues or expresses or assumes country c to be

(or, the ease with which the document might find that country compatible with our def-

inition of “democracy”). This assumption is further complicated at the theoretical level

because the constraint evaluations are conducted within-document rather than across-

document; only the conception of “most” is held constant across all documents in the

corpus. That is, for a given corpus, this framework does not restrict that possibility that

each document contains its own conception of democracy or a differing notion of its

fuzzy boundaries.
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To further illustrate, I implement this procedure with a set of published papers.

Tomz and Weeks (2013), Maoz and Russett (1993), and Mesquita et al. (1999) are papers

that broadly support the “democratic peace theory,” that democracies are unlikely to

go to war with one another. As such, the expectation is that these papers will be more

“certain” in their assessment of our proposition (that is, they should reflect a higher pos-

sibility of the statement). Layne (1994) and Rosato (2003), meanwhile, dispute the theory,

and therefore are unlikely to comport with our proposition as stated with a high degree

of certainty. Finally, Wimmer, Cederman, and Min (2009) and Fearon and Laitin (2003)

are not substantively about democratic peace theory; both examine the role of ethnicity

in civil conflict—largely as a domestic phenomenon and not in the context of interstate

war. These documents should therefore have the least “certainty” about the proposition.

Given the ambiguity of language, however, no document is likely to reflect 100% or 0%

possibility of the proposition regardless of measurement. In the context of word em-

beddings, furthermore, these boundary values would present problems for theoretical

interpretation (e.g., a cosine distance of 1 between “England“ and “democracy” would

imply that England is democracy, rather than being a democracy).5

Evaluating these papers individually, without reference to a baseline dataset and

without pre-trained word embeddings, yields the results depicted in Figure 9. The arti-

cles are arrayed in the order expected, and furthermore indicate at least some variation

among articles of a given “type.” This variation is particularly useful in illustrating the

value of uncertainty measurement from textual data, since these distinctions in possibil-

ity values can reflect both the weight of the evidence (e.g., which countries are chosen for

discussion of peace and democracy) as well as the underlying structure of the argument

(e.g., exemplary countries for ”democratic” or ”peaceful” are likely more proximate to

those terms when articulating a thesis).

5It is worth noting here that cosine distance values are rescaled empirical min and max of these data,
rather than from the full theoretical [-1, 1] range. Document ordering in the results remains the same but
variation is compressed with rescaling from the full range.
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The individual-paper results in Figure 9, however, do not benefit from the robust-

ness that word embeddings trained on a much larger corpus offer. While constructing a

social-science specific corpus from which to derive embeddings is possible in principle,

evaluating uncertainty in individual papers or monographs from such a corpus would

nevertheless be subject to volatility because of the sparsity of keywords, as the example

in the previous section illustrated. As such, an augmentation to this approach adapts

the difference metric illustrated in the previous section, but in this case used within the

full fuzzy quantifier framework rather than merely via a dictionary-based comparison.

Specifically, the 7-step procedure above can be applied to the pre-trained embed-

dings from Wikipedia as before, and then compared to the individual embeddings

calculated for each paper evaluating specifically the democratic peace, with the same

difference-in-cosine-distance metric evaluating the change in (un)certainty relative to

baseline. Figure 10depicts the percentage point change in certainty relative to the base-

line for each article previously considered. Percentage point change is calculated on

rescaled values for cosine distance as follows: for each of the individual papers under

consideration, minimum and maximum values for parameters of interest (democratic

and peaceful in steps 3(a) and 3(b)), with respect to any country, are linearly rescaled

from (min, max) to [0, 1] to generate a conservative measure. These rescaled values are

then used in the summation in steps 4 and 5. The Wikipedia embeddings are sepa-

rately rescaled. Notably, this visualization includes all countries for which Wikipedia

has coverage: a much larger set than that discussed by any individual paper.

Figure 11 limits the set of countries evaluated in the per-trained embeddings to

those discussed by the articles under investigation, generating slightly more uncertainty

with respect to the proposition. Whereas in the previous case, rwiki = 0.46 (score=

0.37), it now evaluates to 0.42 (score= 0.23). This shift is encouraging with respect

to the broader “objectivity” and/or consistency of the pre-trained baseline, since the
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uncertainty is greater when evaluating the proposition with respect to less “evidence.”

One possible explanation for greater certainty overall in academic articles is via favorable

case-selection, or via omitting disconfirming evidence, suggesting that the comparison

to a limited country set for the baseline is more ideal. Still, another aim is to provide

an overarching uncertainty assessment for a given proposition, which does not itself

require holding evidence constant; on the contrary, it may suggest authors’ evaluations

of divergent evidence as the basis for uncertainty (i.e., the uncertainty may be empirical

rather than epistemic). Using the baseline embeddings for comparison, however, affords

a corrective in terms of assessing the relative uncertainty of academic articles for a single

proposition, and potentially for text sources written with different audiences in mind

(e.g., a mix of academic articles and journalistic pieces).

3.2.2 Discussion

This method of evaluating uncertainty via “possibility,” particularly relative to the ex-

clusively dictionary-based approaches articulated earlier. Both approaches are subject

to some degree of measurement error, particularly as it pertains to evaluating which

instances of fuzzy quantifier usage are relevant to the proposition (“Most democracies

do not go to war”) versus those that are less so (“Most of the literature on democ-

racy to date has emphasized...”). Yet unlike dictionary-based methods that would ulti-

mately rely on frequency of fuzzy quantifiers to determine “uncertainty,” this approach

has much greater flexibility and theoretical coherence. Distinctions among documents

utilizing a complete fuzzy quantifier framework are more likely related to intentional

argumentative structure rather than idiosyncratic and highly susceptible to the choice

of aggregation rule, as in the dictionary-based cases. That said, specifying the fuzzy

quantifier constraint for this approach presents a greater theoretical challenge.

The fungibility of the “most” constraint is also potentially problematic. Placing the

burden on individual researchers to specify the bounds for each fuzzy quantifier they
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seek to evaluate in propositions seems cumbersome and raises difficulties for generaliz-

ability across research. On another hand, as Zadeh elsewhere notes, “information is a

generalized constraint on the values which a variable is allowed to take” (Zadeh 2005,

2–3). In this sense, the flexibility of these constraints makes them more easily updateable

with new information and new data, or to new conceptions of what might constitute set

membership. Even with a requirement to generate fuzzy quantifier constraints in each

new project, the fuzzy quantifier framework at least facilitates transparent and testable

statements of researchers’ beliefs and arguments.

A clear direction for future improvement is in finding alternative ways to specify

the fuzzy quantifier constraints. As mentioned previously, one mechanism would be

through a large-scale human coding exercise or survey, in which respondents evaluated

possibility bounds for given fuzzy quantifier terms. Alternatively, simulations could

generate tresholds with respect to particular empirical cases (these thresholds may dif-

fer across corpora, for example), to provide general guidelines for the “best” bounds,

whether those are the most inclusive or the most restrictive. Furthermore, with several

large-scale corpora, it would be possible to create bounds or priors for fuzzy quantifier

values, much in the same way large repositories of text make it feasible to pre-fit word

embeddings. Alternatively, incorporating some degree of dictionary-based detection of

fuzzy quantifier terms in relevant articles might allow for endogenously generating the

fuzzy quantifier constraint from within a particular corpus or corpora.

4 Conclusions & Extensions

This paper provides a preliminary sense of the ways in which fuzzy quantifiers and

fuzzy logic can undergird attempts to estimate uncertainty from text for social science

applications. Aside from the pre-labeled corpora used previously for comparison to

subjectivity analyses, the dictionary-based and broader fuzzy logic framework articu-

lated here can apply to a multitude of differing data formats relevant for social science
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questions.

4.1 Additional Applications

The applications discussed above presume textual data coming from published research,

whether in the form of papers or monographs. The methods, however, apply just as eas-

ily to other types of textual or qualitative data in social science contexts. For interview or

archival data, fuzzy quantification with respect to propositions in particular could pro-

vide more accurate assessments of beliefs and uncertainty, particularly for respondents

or authors who are not trained in social science methods and frameworks or statistics, or

for sources from disparate time periods or locations where validation and confirmation

is challenging or impossible.

Likewise, these methods could apply to open-ended survey responses, where eval-

uating subjects’ uncertainty about questions or claims has traditionally presented a chal-

lenge. For example, survey responses with both open- and closed-ended questions could

conduct the fuzzy quantifier procedure described above on textual data and correlate

with levels of uncertainty expressed elsewhere for validity and scaling. A preliminary

assessment using the 2016 American National Election Studies (ANES) time series data

indicates that fewer than 5% of responses (per question on average) to closed-ended

questions are “I don’t know,” but that these responses are weakly positively associated

with fuzzy quantifier usage in corresponding open-ended questions (American National

Election Studies 2016). More long-form open-ended survey questions and other cues for

uncertainty could further confirm and refine the relationship between fuzzy quantifier

terminology and construct usage and uncertainty expression.

With published works, conversely, an additional dimension to consider is edito-

rial effects on uncertain expression. A preliminary investigation of Wikipedia articles

indicated no significant relationship between fuzzy quantifier usage and the number of
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editors or edits for a given page (see Appendix), but for academic journal publications

or other venues, editorial style or editorial board fixed effects may dictate norms around

either fuzzy quantifier term usage or standards and bounds that define particular fuzzy

quantifiers. Further investigating uncertainty levels not only at the document and cor-

pus level, but also according to author and editorial staff, would further illuminate the

locus from which uncertainty expression conventions arise.

4.2 Corpus Selection

Fuzzy logic and fuzzy set frameworks have numerous possible applications in other

aspects of text analysis that are particularly relevant to the social sciences. It may, in fact,

be useful in structuring the way text analysis is performed. While in other disciplines,

corpora may be more readily defined by the task (e.g., medical journal articles evaluating

breast cancer treatment prognoses, or the collected works of Ayn Rand), establishing the

scope of corpora for many social and political science questions has traditionally been

done by argumentation. Fuzzy set logic could apply to the inclusion of documents in

a corpus, providing not only a set of possible corpus members but also establishing

degrees of membership.

4.3 Multi-Lingual Applications

Evaluating uncertainty across multiple languages presents its own unique challenges

(Bentz and Alikaniotis 2016). Languages differ in their conceptions of measurement and

time, which can complicate efforts to precisely or quantitatively characterize arguments

within the text. Languages like Amharic are in fact characterized by their distinct am-

biguity, particularly in spoken language, but also in terms of word choice and order

(Amare 2001), whereas languages like Burmese would generate problems for leverag-

ing precisely the theoretical distinctions this paper attempts to articulate. In Burmese,

by way of example, no distinction exists between probability and possibility; likewise,
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saying an event or condition is “likely” is analogous to saying it is “possible.” These

distinctions are further complicated, depending on the context or type of text, by cul-

turally dictated mechanisms for maintaining safety via vagueness or omission (e.g., if

asked a sensitive question about a political situation, one might answer in Burmese,

“could be” or “it’s possible”). Certain kinds of fuzzy quantification, however, are more

consistent across language frames despite, or because of, their indeterminate reference

sets. “Many,” “most,” or “few,” are less culturally moored assessments of uncertainty

than typical subjectivity terms, and therefore may serve as a more consistent basis for

establishing cross-language classification and measurement schema for uncertainty.

4.4 Refinements to Word Embeddings

Word embeddings have a series of disadvantages for this particular set of applications.

Word embedding algorithms (with fasttext as one possible exception) have difficulty

with words not found in the training vocabulary. While the pre-trained embeddings

from GloVe circumvent this problem somewhat temporarily, extending this project to a

set of social-science-specific embeddings, or applying it to very specific or esoteric pa-

pers could generate problems assessing fuzzy quantifiers in conjunction with keywords.

More generally, the illustrative applications above use pre-trained embeddings (in this

case, the 2014 Wikipedia dump), which demonstrate consistent efficiency and accuracy

gains over simultaneous learning of embeddings, particularly with smaller corpora, but a

more bespoke set of embeddings tailored to social science research—whether from pub-

lished articles analogous to the PubMed databases, or via other means—might perform

better in the task of evaluating truly “deviant” uses of fuzzy quantifiers on important

subjects. Expanding and refining the set of embeddings would in turn potentially enable

the method to extend to additional applications.

The multitude of possible extensions from a fuzzy quantifier framework for eval-

uating textual uncertainty suggests precisely the potential for these theoretical orienta-
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tions and methodologies for a variety of social science applications. While the evidence

presented here is merely suggestive, rather than definitive, it serves to indicate multiple

opportunities for future expansion and refinement.
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A Fuzzy Quantifiers List

Quantifier Source

about Liu and Kerre (1998)
additional Conde-Clemente et al. (2017)
all Zadeh (1983)
almost Zadeh (1983)
another BioScope (hand-coded)
any Conde-Clemente et al. (2017)
approximate Zadeh (1983)
around BioScope (hand-coded)
as many Zadeh (1983)
at least Zadeh (1983)
between BioScope (hand-coded)
broad BioScope (hand-coded)
certain BioScope (hand-coded)
couple BioScope (hand-coded)
few Zadeh (1983), Farnadi et al. (2016)
frequently BioScope (hand-coded)
great BioScope (hand-coded)
half Zadeh (1983)
high Conde-Clemente et al. (2017)
increased BioScope (hand-coded)
less Zadeh (1983)
low Conde-Clemente et al. (2017)
many Zadeh (1983)
minority Liu and Kerre (1998)
more Zadeh (1983)
most Zadeh (1983), Farnadi et al. (2016)
multiple BioScope (hand-coded)
narrow BioScope (hand-coded)
nearly BioScope (hand-coded)
no Liu and Kerre (1998)
none Zadeh (1983)
often Zadeh (1983)
rarely BioScope (hand-coded)
reduced BioScope (hand-coded)
seldom BioScope (hand-coded)
several Zadeh (1983)
slight BioScope (hand-coded)
some Zadeh (1983)
twice BioScope (hand-coded)
ubiquitous BioScope (hand-coded)
within BioScope (hand-coded)
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B Fuzzy Quantifiers and Edits on Wikipedia

One possible concern with the use of Wikipedia-trained word embeddings is an uneven

distribution of fuzzy quantifier usage around particular topics, or arising from particular

editorial styles and systems, that mean associations derived from the corpus are biased,

particularly for subject matter of interest to social scientists. For example, if all articles

on contentious topics have a larger number of editors or a larger number of edits, the

usage of fuzzy quantifiers may proliferate (or alternatively, bottom out), and may be

measuring polarization around the topic rather than uncertainty, strictly speaking, or

may simply encompass imprecision of language due to a large number of contributors,

which is likely theoretically different from substantive uncertainty.

The figures below provide a simple, superficial illustration for whether these types

of relationships are likely to hold. Each figure uses text from articles across three broad

subjects—quantum mechanics, the “War on Terror,” and World War II—to assess fuzzy

quantifier usage, with each serving as a different example of a “contentious” subject

matter. Quantum mechanics provides an example of a topic that is both “scientific” and

features some contention (with classical mechanics) for a (likely) small population of

editors; the “War on Terror,” in contrast, is a more contemporary topic with potentially

greater polarity among editors; and World War II is one of the largest topics (by number

of articles and stubs), featuring both a series of short, timeline-like stubs and longer

social-historical analyses that span the spectrum of contention and uncertainty. Figure

12 indicates that, much like the other text sources examined here, fuzzy quantifiers are

fairly sparse across a variety of topics, ranging from “objective” scientific subject matter

to explicitly contentious issues such as the War on Terror. While not definitive, this

cursory investigation indicates that fuzzy quantifier usage on Wikipedia may not differ

substantially from what we should “expect” in other published or edited media formats.

Likewise, an examination of fuzzy quantifier usage by word relative to the number
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Figure 12: Wikipedia: Fuzzy Quantifier Usage by Word across 3 Example Topics

of editors and the number of edits that articles and stubs within a given topic receive

indicates very a very slight, but not systematic, positive association with fuzzy quantifier

usage. That these broad relationships appear largely the same (largely characterized

by noise), irrespective of the “objectivity” of the subject matter in these examples, is

encouraging for the prospect that fuzzy quantifier usage on Wikipedia in general should

provide an adequate baseline.
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Figure 13: Wikipedia: Fuzzy Quantifier Usage vs. Number of Edits by Topic, Examples
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Figure 14: Wikipedia: Fuzzy Quantifier Usage by Number of Editors by Topic, Examples
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